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Introduction

The utilization of immersive distributed virtual en-

vironments for military training is readily appar-
ent (Stytz 1996; Stytz, Soltz, & Wilson 1996). These
virtual environments are capable of simulating thou-

sands of real-world and synthetic components, all in-
teracting in real time. The user must attempt to base

decisions on relevant information within the environ-
ment. However, due to the dynacism of the environ-

ment, information is di�cult to locate and short-lived.
Current direct manipulation human-computer inter-
faces are inadequate in these environments. Therefore,

we must investigate new methods for enabling users to
perform their tasks within these environments.

We are currently investigating the use of interface
agents to alleviate the problem of cognitive overload in

virtual environments (Banks et al. 1997). The driving
goal of our research is to develop a comprehensive soft-

ware engineering, knowledge engineering, and knowl-
edge acquisition methodology for Symbiotic Informa-
tion Reasoning and Decision Support (SIRDS). The

underlying idea behind SIRDS is to allow the human
to perform the tasks he/she can do well, and intelli-

gent agents to perform the tasks they do well. Agents'
strength lies in their ability to perform data acquisi-
tion and management (to include display of this infor-

mation (Horvitz & Barry 1995)) from many heteroge-
neous sources, low level quantitative and qualitative

data analysis, and routine inference to enable decision
support. The human's strength lies in his/her ability to

provide guidance and insight into the information that
is necessary to draw complex, higher level inferences

from the data. A symbiotic approach is necessary be-

cause the objective is to let the user and the computer
share the task load; therefore, we use a human-centered

approach to task partitioning.

Interface Agents

Many researchers have used restricted domains (e.g.,

interface agents for e-mail and news readers) (Maes
1994; Bauer 1996) as application domains for their in-

terface agents. While although the interface agents
used in these domains may be adequate, scalability of

the methodologies and techniques used to more com-
plex domains, such as vitual environments, is a prob-
lem. We believe integrating intelligent interface agents

into complex and dynamic environments will possibly
reveal insights into interface agent research not previ-

ously recognizable with restricted domains.

One underlying problem of current interface agent

research is the failure to adequately address e�ec-
tive and e�cient knowledge representations suitable
for modeling the users' interactions with the system.

User modeling is concerned with how to represent
users' knowledge and interaction within a system to

adapt the system to the needs of users. Proliferation
of user modeling as a means of accurately capturing
the beliefs, abilities, and intent of users is apparent.

Researchers from the �elds of arti�cial intelligence,
human-computer interaction, psychology, education,

and others have all investigated ways to construct,
maintain, and exploit user models. Many user mod-

els lack the representational complexity to manage the
uncertainty and dynamics involved in predicting user



intent and modeling user behavior (Brown et al. 1997).

Our current research focuses on this issue (Brown et

al. 1998; Brown, Santos Jr., & Banks 1998). Pre-

vious work with interface agents in an expert system
shell domain (Harrington, Banks, & Santos Jr. 1996a;
1996b; Harrington & Brown 1997) showed the advan-

tage of using Bayesian Networks (Pearl 1988) to dyn-
maically model user behavior. We are now focusing

on expanding that work by integrating utility theory
and concepts from the user modeling research commu-

nity (Brown, Santos Jr., & Banks 1998).

Intelligent Environments

With regards to our SIRDS approach, our interface

agents must be capable of intelligent information re-
trieval, analysis, and presentation. Key to allowing

a user to achieve his/her goals within a virtual en-
vironment is presenting the right information in the
right way at the right time. The assistance the inter-

face agent o�ers the user | autonomously or via user
request | must support the current goals. Our util-

ity theory-based approach as an explicit representation
of users' goals within the domain, allows the interface

agent to determine when a user is pursuing those goals
and when and how to o�er timely, bene�cial assistance
to the user.

Research in the �eld of intelligent interface agents
for virtual environments is demonstrated by our inte-

gration into a virtual spaceplane environment (Stytz &
Banks 1997). The Virtual SpacePlane (VSP) is a pro-

totype of the Manned SpacePlane (MSP), a spacecraft
capable of supporting the United States Air Force's
mission of providing worldwide deployment of space as-

sets with minimal pre
ight and in-orbit support from
a mission control center. The goals of the VSP project

are to uncover, develop and validate the MSP's user
interface requirements, and develop a prototype vir-

tual spaceplane to demonstrate MSP missions, and to
conduct preliminary training experiments. The VSP
environment is an accurate, high �delity presentation

of the ground, the Earth's surface as seen from orbit,
and the contents of the space environment. The archi-

tectural design of the VSP allows for rapid prototyping
of the cockpit's user interface and 
ight dynamics.

Our intelligent interface agent is currently being in-
tegrated into the VSP to support VSP assistance such
as real-time information visualization of real-time data

and automation of the landing sequence. Figure 1
shows the preliminary integration of the interface agent

within the VSP environment. Here, the interface agent
has suggested the user land at Edwards Air Force Base

based on a number of observable environmental stim-
uli. If the user chooses to allow the agent to achieve

this goal (by clicking on the \ok" button), the agent

will perform the necessary actions to land the space-
plane. We are actively increasing the size of the user

model by adding more goals the interface agent is pre-
dicting to prove the scalability of our interface agent
architecture.

Conclusion

The use of interface agents provides a non-traditional

approach to interaction within virtual environments.
Our initial research shows promise in the interface
agent's ability to correctly and dynamically model user

intent for the purpose of assisting the user. Future ef-
forts will progress down two avenues. First, we desire

to improve the collaborative interaction between users,
the virtual environment, and the interface agent. De-

terminination of the appropriatemeans for information
visualization | visual or aural | is ongoing. Sec-
ondly, since knowledge acquisition continues to be the

bottleneck to developing knowledge-based systems, we
propose to provide tools to developers for easily con-

structing interface agent user models. We propose to
address these issues explicitly within our development
environment, while additionally concentrating on en-

vironment speci�cation and agent knowledge base and
reasoning mechanisms.
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